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OutlineBackground—Query Performance Prediction
• Query performance prediction (QPP)

• Estimates the retrieval quality of a search system for a given query without 
relevance judgments [1,2,3].

• Widely studied in the fields of ad-hoc search [1,2] and retrieval-based non-factoid 
question answering [3]

• QPP is beneficial for many reasons:
• Ranking fusion [4], selective query expansion [5], etc.

[1] Datta et al. A ‘Pointwise-Query, Listwise-Document based Query Performance Prediction Approach. In SIGR 2022.
[2] Negar et al. BERT-QPP: Contextualized Pre-trained Transformers for Query Performance Prediction. In CIKM, 2021. 
[3] Hashemi et al. Performance Prediction for Non-Factoid Question Answering. In ICTIR 2019. 
[4] Mackenzie et al. Query-Performance Prediction: Setting the Expectations Straight. In SIGIR 2014.
[5] Amati et al. Query Difficulty, Robustness, and Selective Application of Query Expansion. In ECIR 2014.
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OutlineBackground—Query Performance Prediction
• There are two types of QPP methods

• pre-retrieval QPP methods [1,2]
• 𝑓 𝑞𝑢𝑒𝑟𝑦 → 𝑄𝑃𝑃	score

• post-retrieval QPP methods [3,4,5]
• 𝑓 𝑞𝑢𝑒𝑟𝑦, 𝑎	𝑟𝑎𝑛𝑘𝑒𝑑	𝑙𝑖𝑠𝑡 → 𝑄𝑃𝑃	𝑠𝑐𝑜𝑟𝑒

[1] Arabzadeh et al. Neural embedding-based specificity metrics for pre-retrieval query performance prediction. In IPM 2020.
[2] Roy et al. Estimating Gaussian mixture models in the local neighbourhood of embedded word vectors for query performance prediction. In IPM 2019.
[3] Chen et al. Groupwise Query Performance Prediction with BERT. In ECIR 2022.
[4] Datta et al. A ‘Pointwise-Query, Listwise-Document based Query Performance Prediction Approach. In SIGR 2022.
[5] Arabzade et al. BERT-QPP: Contextualized Pre-trained Transformers for Query Performance Prediction. In CIKM, 2021. 
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OutlineBackground—Conversational Search (CS)
• Queries are different between ad-hoc and CS [1,2]:
• Self-contained query vs. context-dependent query

[1] Mao et al. Learning Denoised and Interpretable Session Representation for Conversational Search. In WWW 2023.
[2] Qian et al. Explicit Query Rewriting for Conversational Dense Retrieval. In EMNLP, 2022. 
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OutlineBackground—Conversational Search
• Preferred ranking depth is different between ad-hoc and CS [1]:
• large cut-off (nDCG@20) vs. small cut-off (nDCG@3)

[1] Dalton et al. Cast-19: A Dataset for Conversational Information Seeking. In SIGIR 2020. 6
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OutlineMotivation
• Why do we need QPP for CS? QPP can benefit CS in terms of
• Action prediction [1,2]
• Query expansion determination [3]
• Query rewrite selection [4]
• Clarifying question selection in CS [5]
• Conversation contextualization [6]

[1] Arabzadeh et al. Unsupervised Question Clarity Prediction Through Retrieved Item Coherency. In CIKM 2022.
[2] Roitman et al. A Study of Query Performance Prediction for Answer Quality Determination. In ICTIR 2019.
[3] Lin et al. Multi-Stage Conversational Passage Retrieval: An Approach to Fusing Term Importance Estimation and Neural Query Rewriting. In TOIS 2021.
[4] Al-Thani,et al. Improving Conversational Search with Query Reformulation Using Selective Contextual History. DIM 2022.
[5] Aliannejadi et al. Asking Clarifying Questions in Open-Domain Information-Seeking Conversations. In SIGIR 2019.
[6] Dipasree et al. Effective Query Formulation in Conversation Contextualization : A Query Specificity-based Approach. In ICTIR 2021.

>threshold

< threshold

QPP score

return the top documents

asking a clarifying question/
“sorry, I cannot answer your question”

QPP

…

Ranked list
at turn t

8



OutlineMotivation
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• We already know that simply applying QPP to CS benefits CS [1-6]
• However, we still do not know:

[1] Arabzadeh et al. Unsupervised Question Clarity Prediction Through Retrieved Item Coherency. In CIKM 2022.
[2] Roitman et al. A Study of Query Performance Prediction for Answer Quality Determination. In ICTIR 2019.
[3] Lin et al. Multi-Stage Conversational Passage Retrieval: An Approach to Fusing Term Importance Estimation and Neural Query Rewriting. In TOIS 2021.
[4] Al-Thani,et al. Improving Conversational Search with Query Reformulation Using Selective Contextual History. DIM 2022.
[5] Aliannejadi et al. Asking Clarifying Questions in Open-Domain Information-Seeking Conversations. In SIGIR 2019.
[6] Dipasree et al. Effective Query Formulation in Conversation Contextualization : A Query Specificity-based Approach. In ICTIR 2021.

• How well various existing ad-hoc QPP methods perform in CS
• Motivate a comprehensive reproducibility study

• A QPP method specifically designed for CS
• Motivate a new QPP method for CS
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Query Performance Prediction:
From Ad-hoc to Conversational Search

Chuan Meng, Negar Arabzadeh, Mohammad Aliannejadi and 
Maarten de Rijke

Got accepted at SIGIR 2023
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OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)

• Examine whether the three findings on QPP for ad-hoc search still hold in CS
1. Supervised QPP methods outperform unsupervised QPP methods [1-6]
2. List-wise supervised QPP methods outperform point-wise ones [1,2]
3. Retrieval score-based unsupervised QPP methods perform badly in estimating the 

retrieval quality of neural-based retrievers [5,7]
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[1] Datta et al. A ‘Pointwise-Query, Listwise-Document based Query Performance Prediction Approach. In SIGR 2022.
[2] Chen et al. Groupwise Query Performance Prediction with BERT. In ECIR 2022.
[3] Datta et al. Deep-QPP: A Pairwise Interaction-based Deep Learning Model for Supervised Query Performance Prediction. In WSDM 2022.
[4] Arabzadeh et al. BERT-QPP: Contextualized Pre-trained Transformers for Query Performance Prediction. In CIKM 2021.
[5] Hashemi et al. Performance Prediction for Non-Factoid Question Answering. In ICTIR 2019. 
[6] Zamani et al. Neural Query Performance Prediction Using Weak Supervision from Multiple Signals. In SIGIR 2018. 
[7] Datta et al. A Relative Information Gain-based Query Performance Prediction Framework with Generated Query Variants. In TOIS 2022.



OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)

• Research Questions:
1. Does the performance of QPP methods for ad-hoc search generalize to CS when 

estimating the retrieval quality of different query rewriting-based retrieval 
methods?  

2. Does the performance of QPP methods for ad-hoc search generalize to CS when 
estimating the retrieval quality of a conversational dense retrieval method? 

3. What is the performance difference between QPP methods when predicting the 
retrieval quality for top-ranked items vs. for longer-ranked lists?
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OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Experimental design for RQ1:
• Estimate the retrieval quality of 
• T5-based query rewriter + BM25 [1]
• QuReTeC-based query rewriter+BM25 [2]
• Human query rewriter + BM25

• QPP methods and BM25 always share the same query rewrites.

14
[1] Lin et al. Multi-Stage Conversational Passage Retrieval: An Approach to Fusing Term Importance Estimation and Neural Query Rewriting. In TOIS 2021.
[2] Voskarides et al. Query Resolution for Conversational Search with Limited Supervision. In SIGIR 2020.
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OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Experimental design for RQ2:
• Estimate the retrieval quality of a conversational dense retriever, ConvDR [1] 
• Study the effect of feeding three different query rewrites into QPP methods
• T5-based query rewrites [2]
• QuReTeC-based query rewrites [3]
• Human-rewritten query rewrites
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[1] Yu et al. Few-Shot Conversational Dense Retrieval. In SIGIR 2021.
[2] Lin et al. Multi-Stage Conversational Passage Retrieval: An Approach to Fusing Term Importance Estimation and Neural Query Rewriting. In TOIS 2021.
[3] Voskarides et al. Query Resolution for Conversational Search with Limited Supervision. In SIGIR 2020.



OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Experimental design for RQ3:
• Estimate the retrieval quality in terms of ranking metrics with different cut-offs
• nDCG@3 [1]
• nDCG@100
• Recall@100, for first-stage CS rankers

16[1] Dalton et al. Cast-19: A Dataset for Conversational Information Seeking. In SIGIR 2020.



OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Experimental settings:
• QPP methods
• Unsupervised:
• Clarity [1]
• WIG [2]: magnitude of retrieval scores
• NQC [3], 𝜎!"# [4], 𝑛(𝜎#%) [5]: standard deviation of retrieval scores
• SMV [6]: consider magnitude and standard deviation

• Supervised:
• NQA-QPP [7], BERT-QPP [8]: point-wise methods
• qppBERT-PL [9]: a listwise-document method
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[1] Cronen-Townsend et al, Predicting Query Performance. In SIGIR 2002
[2] Zhou et al. Query Performance Prediction in Web Search Environments. In SIGIR 2007.
[3] Shtok et al. Predicting Query Performance by Query-Drift Estimation. In TOIS 2012.
[4] Pérez-Iglesias et al. Standard Deviation as a Query Hardness Estimator. In SPIRE 2010.
[5] Cummins et al. Improved Query Performance Prediction Using Standard Deviation. SIGIR 2010.
[6] Tao et al. Query Performance Prediction by Considering Score Magnitude and Variance Together. In CIKM 2014.
[7] Hashemi et al. Performance Prediction for Non-Factoid Question Answering. In ICTIR 2019. 
[8] Arabzadeh et al. BERT-QPP: Contextualized Pre-trained Transformers for Query Performance Prediction. In CIKM 2021.
[9] Datta et al. A ‘Pointwise-Query, Listwise-Document based Query Performance Prediction Approach. In SIGR 2022..



OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Experimental settings:
• Datasets:
• CAsT-19 [1]
• CAsT-20 [2] with harder information needs and query rewriting
• OR-QuAC [3]

18

[1] Dalton et al. Cast-19: A Dataset for Conversational Information Seeking. In SIGIR 2020.
[2] Dalton et al. CAsT 2020: The Conversational Assistance Track Overview. In Text Retrieval Conference 2020.
[3] Qu et al. Open-retrieval Conversational Question Answering. In SIGIR 2020.



OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Experimental settings:
• Evaluation metrics
• Pearson’s 𝜌, Kendall’s 𝜏 , and Spearman’s 𝜌 correlation coefficients

19

[1] Cronen-Townsend et al, Predicting Query Performance. In SIGIR 2002
[2] Zhou et al. Query Performance Prediction in Web Search Environments. In SIGIR 2007.
[3] Shtok et al. Predicting Query Performance by Query-Drift Estimation. In TOIS 2012.
[4] Pérez-Iglesias et al. Standard Deviation as a Query Hardness Estimator. In SPIRE 2010.
[5] Cummins et al. Improved Query Performance Prediction Using Standard Deviation. SIGIR 2010.
[6] Tao et al. Query Performance Prediction by Considering Score Magnitude and Variance Together. In CIKM 2014.
[7] Hashemi et al. Performance Prediction for Non-Factoid Question Answering. In ICTIR 2019. 
[8] Arabzadeh et al. BERT-QPP: Contextualized Pre-trained Transformers for Query Performance Prediction. In CIKM 2021.
[9] Datta et al. A ‘Pointwise-Query, Listwise-Document based Query Performance Prediction Approach. In SIGR 2022..



OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Results for RQ1:
• Feeding T5/QuReTeC query rewrites into QPP methods is effective
• Supervised methods perform best when large-scale training data is available
• NQA-QPP and BERTQPP outperform qppBERT-PL
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OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Results for RQ1:
• Feeding T5/QuReTeC query rewrites into QPP methods is effective
• Supervised methods are comparable/inferior to unsupervised ones
• qppBERT-PL has a slight advantage in a few-shot setting
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OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Results for RQ1:
• Supervised methods perform better after warming up
• They still do not have a distinct advantage on CAsT-20
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OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Results for RQ2:
• Supervised methods perform best when large-scale training data is available
• NQA-QPP and BERTQPP outperform qppBERT-PL
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OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Results for RQ2:
• Retrieval score-based methods NQC/WIG perform best in most cases
• Supervised methods tend to perform better when fed with human-rewritten queries
• qppBERT-PL has a slight advantage in a few-shot setting
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OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Results for RQ2:
• Retrieval score-based methods NQC/WIG still perform best in most cases
• Supervised methods tend to perform better when fed with human-rewritten queries
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OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Results for RQ2:
• [1] found that the retrieval scores from neural-based retrievers, such as ColBERT, are 

restricted within a shorter range compared to lexical-based retrievers, limiting the 
performance of score-based unsupervised QPP methods.

• The retrieval score distribution of ConvDR displays a higher variance
• Score-based methods tend to be less impacted by the query understanding challenge

26[1] Datta et al. A Relative Information Gain-based Query Performance Prediction Framework with Generated Query Variants. In TOIS 2022.



OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Results for RQ3:
• Supervised methods perform best when large-scale training data is available
• qppBERT-PL performs best when assessing ConvDR in terms of Recall@100
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OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Results for RQ3:
• Unsupervised methods perform better with deeper ranked lists

28



OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Takeaway
• Previous finding 1: Supervised QPP methods outperform unsupervised ones [1-6]
• We found
• Supervised ones distinctly outperform unsupervised ones only when a large 

amount of training data is available
• Compared to supervised ones, Unsupervised ones show strong performance
• In a few-shot setting
• When predicting the retrieval quality for deeper-ranked lists

29

[1] Datta et al. A ‘Pointwise-Query, Listwise-Document based Query Performance Prediction Approach. In SIGR 2022.
[2] Chen et al. Groupwise Query Performance Prediction with BERT. In ECIR 2022.
[3] Datta et al. Deep-QPP: A Pairwise Interaction-based Deep Learning Model for Supervised Query Performance Prediction. In WSDM 2022.
[4] Arabzadeh et al. BERT-QPP: Contextualized Pre-trained Transformers for Query Performance Prediction. In CIKM 2021.
[5] Hashemi et al. Performance Prediction for Non-Factoid Question Answering. In ICTIR 2019. 
[6] Zamani et al. Neural Query Performance Prediction Using Weak Supervision from Multiple Signals. In SIGIR 2018. 



OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Takeaway
• Previous finding 2: List-wise supervised QPP methods outperform point-wise ones [1,2] 
• We found
• Point-wise ones outperform list-wise ones in most cases
• List-wise ones
• Are more data-efficient
• Show a slight advantage for deeper-ranked lists

30
[1] Datta et al. A ‘Pointwise-Query, Listwise-Document based Query Performance Prediction Approach. In SIGR 2022.
[2] Chen et al. Groupwise Query Performance Prediction with BERT. In ECIR 2022.



OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Takeaway
• Previous finding 3: Retrieval score-based unsupervised QPP methods perform badly in 

estimating the retrieval quality of neural-based retrievers [1,2]
• We found
• Retrieval score-based methods show great effectiveness in assessing ConvDR, 

either for top ranks or deeper-ranked lists
• The effectiveness of score-based methods relies on the retrieval score distribution 

of a specific retriever

31[1] Hashemi et al. Performance Prediction for Non-Factoid Question Answering. In ICTIR 2019. 
[2] Datta et al. A Relative Information Gain-based Query Performance Prediction Framework with Generated Query Variants. In TOIS 2022.



OutlineReproducing Existing QPP Methods in CS (SIGIR 2023)
• Other takeaways
• Feeding query rewrites into QPP methods to estimate the retrieval quality of CS 

methods shows great performance
• Improve query understanding for supervised QPP methods
• Improve query rewriting quality
• Develop a mechanism of conversational context understanding for QPP

• Design supervised QPP methods using few-shot learning techniques
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Performance Prediction for Conversational Search Using 
Perplexities of Query Rewrites

Chuan Meng, Mohammad Aliannejadi and Maarten de Rijke

Got accepted at QPP++ 2023:
Query Performance Prediction and Its Evaluation in New Tasks Workshop co-located with 

The 45th European Conference on Information Retrieval (ECIR)
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OutlineImprove QPP for CS using Query Rewriting Quality

• Motivation
• Lower query rewriting quality tends to result in lower retrieval quality
• Query rewriting quality provides evidence for QPP
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OutlineImprove QPP for CS using Query Rewriting Quality

• How?
• evaluate the query rewriting quality
• perplexity 

• inject the quality into the QPP
• linear interpolation

• 𝑓𝑖𝑛𝑎𝑙 𝑄𝑃𝑃 𝑠𝑐𝑜𝑟𝑒 = 𝛼 B %
&'(&)'#*+,

+ 1 − 𝛼 B 𝑄𝑃𝑃 𝑠𝑐𝑜𝑟𝑒
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OutlineImprove QPP for CS using Query Rewriting Quality
• Experimental settings:
• baselines: QS, SCS, avgICTF, IDF, PMI, SCQ, VAR
• retriever: T5-based query rewriter + BM25 [1]
• target metric: nDCG@3 
• perplexity measurer: GPT-2 XL (1.5B parameters) [2]

37
[1] Lin et al. Multi-Stage Conversational Passage Retrieval: An Approach to Fusing Term Importance Estimation and Neural Query Rewriting. In TOIS 2021.
[2] https://huggingface.co/gpt2-xl

https://huggingface.co/gpt2-xl


OutlineImprove QPP for CS using Query Rewriting Quality
• Observations:
• lower quality tends to lead to worse QPP effectiveness
• PPL-QPP improves QPP effectiveness on CAsT-19 and, in particular, CAsT-20
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OutlineImprove QPP for CS using Query Rewriting Quality
• Takeaways:
• Propose PPL-QPP that incorporates query rewriting quality into QPP methods.
• PPL-QPP improves QPP effectiveness when the query rewriting quality is limited.

• Future work
• Incorporate query rewriting quality into post-retrieval QPP methods
• The choice of evaluator for measuring the quality of query rewrites 
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OutlineConclusion and Future Work
• Contributions
• A comprehensive reproducibility study into existing ad-hoc QPP methods in CS
• A new QPP method for CS using query rewriting quality
• The data and code are open-sourced, https://github.com/ChuanMeng/QPP4CS
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